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1. AHHOTALUS JUCHUIIJINHBI

The course introduces students to the fundamental methods of quantitative analysis of
economic data. The curriculum covers key approaches to constructing, estimating, and testing
the adequacy of econometric models. Special emphasis is placed on developing practical data
analysis skills for hypothesis testing and supporting managerial decisions.

Students master the methodology, from formulating a problem and specifying a model to
diagnosing issues (such as multicollinearity, heteroskedasticity, and endogeneity) and building
forecasts. The program includes both classical methods (linear regression, Ordinary Least
Squares) and advanced topics: models for qualitative data, time series and panel data analysis,
and the instrumental variables method.

2. MIIAHUPYEMBIE PE3YJIbTATbI OCBOEHUSI JUCHUTIIJINHBI
B ciydae ycnenmrHoro ocBoeH#usI Kypca CTyACHThI OYAyT:
3Hathb

- the objectives, stages, and data types of econometric research;

- methods for hypothesis testing and model adequacy indicators;

- problems of regression model specification;

- methods for modeling qualitative data;

- fundamentals of time series analysis.

- formulate a hypothesis and specify an econometric model,

- estimate parameters of simple and multiple regression using the Ordinary Least Squares
(OLS) method;

- test the significance of coefficients and the model, construct confidence intervals;

- diagnose and correct violations of OLS assumptions;

- Interpret regression coefficients, including in nonlinear models and models with
dummy variables;

- apply the instrumental variables method to address endogeneity;

- build forecasts based on estimated models.

BJaj1eTh

- skills in constructing, estimating, and verifying linear regression models;

- methods for diagnosing heteroskedasticity and autocorrelation;

- techniques for working with dummy variables and basics of estimating binary choice
models;

- basic methods of time series and panel data analysis;

- skills in interpreting and presenting the results of econometric modeling for managerial
decision-making.

I[I/ICI_[I/IHJ'II/IHa HallpaBJICHA HAa pa3BUTHUC CJIICAYIOIIUX KOMIIETEHIIUN B UX HWHJUKATOPOB:

Kon ®opmynupoBKa KOMIIETEHIIUU W/WIIK €€ UHIMKaTopa (OB)

KOMIIETEHI]

uu

OIIK-1. Cnoco0en pemiath npogeccuoHaIbHbIE 321a4M HA OCHOBE 3HAHUH (HA

NMPOMEKYTOYHOM YPOBHE) IKOHOMUYECKOH, OPraHN3allHOHHOM U
yIpaBJIeHYeCKOH TeopuH

OIIK-1-1. | 3HaeT 0CHOBBI MAaTEMaTUYECKOM, SKOHOMUUECKOM, COITUAIIEHON 1
YIIPaBJICHYECKON TEOPUHU U UCTIOJIb3YET 3HAHUS IS PEIICHUS
npodeccnoHaNbHBIX 33724




OIIK-1-2.

HayK

®opmynupyeT npodeccruoHanbHbIE 337]a4d, UCTIOb3Ys MOHATUHHBIN
arrmapar MaTeEMaTUYECKON, SJKOHOMHUYECKOM, COLMAJIbHON U YIIPABICHUYECKON

OIIK-1-3.

IIpuMeHsieT HHCTpyMEHTapHUl SKOHOMHUKO-MAaTEMaTU4ECKOT O
MOJIJIMPOBAHUS JUIsl IOCTAHOBKH U PELIEHUs PO(ecCHOHANBHBIX 33134
BBISIBJICHUSI [IPUYUHHO-CIICICTBEHHBIX CBA3€M U ONTUMM3ALUU JACATEIBHOCTH
00bEKTa yNpaBJIeHUS

OIIK-2.

Cnoco0eH ocymecTBJIsTH cOOpP, 00padOTKY U AHAIU3 JAHHBIX,

He00XO0AUMBIX /IJIfl PellieHUs] MOCTABJEHHBIX YIIPABJIeHYECKUX 32124, C
HCI0JIb30BAHHEM COBPEMEHHOI0 HHCTPYMEHTAPHUS U
HHTEJJIEKTYAJIbHBIX HH(POPMALMOHHO-AHAJIUTHYECKUX CHCTEM

OIIK-2-1.

OmnpenensieT UCTOYHUKU JAHHBIX U BEIOUPAET METO/Ibl U MHCTPYMEHTHI
[IOMCKA, KOPPEKTHO OCYIIECTBIISET aHAJIU3 JTUTEPATYPhl U JOKYMEHTOB

OIIK-2-2.

[Tpumensier MeTozbl cOOpa, 00pabOTKHU U aHAIN3a TaHHBIX, HEOOXOAUMBIX
JUIS peIlieHUs yIPaBICHUECKUX 3aay, C UCIIOJIb30BAHUEM COBPEMEHHBIX
U(POBBIX TEXHOJIOTUH, BOCIIPUHUMAET, aHAIU3UPYET, 3aIOMUHAET U
nepenaeT HHGOPMANHKIO C UCTIOJIB30BAHUEM IIU(PPOBBIX CPEICTB, a TAKKE C
MIOMOIIIBIO ATOPUTMOB TP paboTe C MOTyIEHHBIMHU U3 Pa3IHYHBIX
MCTOYHUKOB JIaHHBIMU

3. COHIEPKAHUE U CTPYKTYPA JTUCIUITJINHBI

TpyaoeMKocTh (4ac.) o BU1aM yYEOHBIX 3aHITHH

HasBanue Bcero
pasziena/Temel Hacos KonrtakTHas pabora Camocrosre
JTbHAsS

Bcero Jlexuyn CEMUHAapBI pabora

Topic 1. Introduction to

Econometrics. Data and | 14 4 2 2 10

preliminary analysis

Topic 2 Simple linear 15 6 ) 4 9

regression

Topic 3. Hypothesis

testing and adequacy of | 15 6 4 2 9

simple regression

Topic 4 Multiple linear 14 4 ) ) 10

regression

Topic 5. Specification

problems and

qualitative data in 14 4 2 2 10

regression




Topic 6. Violation of
OLS assumptions: 15 6 4 2 9
heteroskedasticity

Topic 7. Violation of
OLS assumptions:
autocorrelation and
stochastic regressors

15 6 2 4 9

Tema 8. Systems of
econometric equations
and the instrumental
variables method

14 4 2 2 10

Topic 9. Models for
qualitative dependent 14 4 2 2 10
variables

Topic 10. Time series

and panel data 14 4 2 2 10

Hroro 144 48 24 24 96

Topic 1. Introduction to Econometrics. Data and preliminary analysis

Objectives and tasks of econometrics. Stages of econometric research. Types of data (cross-
sectional, time series, panel). Correlation and causal relationships. Review of statistics
fundamentals: descriptive statistics, graphs. Software (R/RStudio, Excel, Gretl).

Topic 2. Simple linear regression

Model specification. Ordinary Least Squares (OLS) method. Derivation and interpretation of
estimates. Coefficient of determination (R?). Assumptions of the classical linear regression
model (Gauss-Markov). Statistical properties of OLS estimates (unbiasedness, efficiency).
Standard errors of coefficients.

Topic 3. Hypothesis testing and adequacy of simple regression

Testing coefficient significance (t-test). Confidence intervals. Testing overall model
significance (F-test). Residual analysis. Forecasting. Nonlinear models linearizable in
parameters (logarithmic transformation). Elasticity coefficient.

Topic 4. Multiple linear regression

Specification, parameter estimation (OLS in matrix form). Gauss-Markov theorem for multiple
regression. Interpretation of coefficients. Adjusted coefficient of determination. Hypothesis
testing: significance of individual coefficients (t-test), overall model (F-test), group of factors
(F-test for model comparison).

Topic 5. Specification problems and qualitative data in regression

Multicollinearity: causes, consequences, detection, and remedies. Choosing the form of the
equation. Dummy (binary) variables for qualitative characteristics: models with changing
intercept and slope. Dummy variable trap. Chow test for structural breaks.

Topic 6. Violation of OLS assumptions: heteroskedasticity

Concept of heteroskedasticity, its causes and consequences. Detection methods (graphical
analysis, White's test, Breusch-Pagan test). Generalized Least Squares (GLS). Weighted Least
Squares (WLS). Robust (White's) standard errors.



Topic 7. Violation of OLS assumptions: autocorrelation and stochastic regressors
Autocorrelation in residuals: causes (inertia, omitted variable), consequences, detection
(Durbin-Watson test). Remedial methods. Asymptotic approach in econometrics. Consistency
of OLS estimates with stochastic regressors.

Topic 8. Systems of econometric equations and the instrumental variables method
Concept of endogeneity and its sources. Simultaneous equation models: structural and reduced
forms, identification problem. Two-Stage Least Squares (2SLS). Instrumental Variables
method: intuition, instrument requirements (relevance and exogeneity).

Topic 9. Models for qualitative dependent variables

Linear Probability Model (LPM) and its shortcomings. Nonlinear binary choice models: logit
and probit. Estimation by Maximum Likelihood Estimation (MLE). Interpreting coefficients
through marginal effects. Assessing model quality.

Topic 10. Time series and panel data

Time series: main components (trend, seasonality, cycle, random component). Models for
stationary series: AR, MA, ARMA. Introduction to ARIMA models and their use in
forecasting. Panel data: advantages. Fixed Effects (FE) and Random Effects (RE) models.
Hausman test for choosing between FE and RE.

4. OLEHOYHBIE CPEJACTBA W NPUMEPHI 3AJJAHUW JJIsI OLEHKH
PE3YJIIBTATOB OCBOEHUA JNCHUIIJIMHBI
4.1 Texymmii KOHTPOJIb

OmeHka 3a Kypc CKIIJIbIBACTCS U3 CIEAYIOMINX BUIOB 3alaHUH TEKYIIEro KOHTPOJIS, KaXK bl
13 KOTOpBIX 00J1a/1aeT CBOMM BECOM B O0ILIEH CUCTEME:

KoMnoneHTsI IIpoueHT B MTOrOBOM
OlleHKe
Homework assignments 60%
Tests 40%

Ha kypce ucnonp3yercsi 10 GayibHasi cucteMa OLICHMBAHUA. 3a KaxXJA0€ 3a/laHhe CTYICHT
nosrydaeT oT 1 1o 10 GamnoB. MToroBelit Oamm 3a Kaxablil BUJ 3aJaHUI PaCCUMTHIBAETCS KaK
cpemHee apuMETHUECKOE BCEX MOIYICHHBIX 0a/UIOB 3a BCE 3aJaHMs B paMKaX OJHOTO BHIA
(O1, O2). HeBbinonHeHHOE B CPOK 3a/1aHue olleHnBaeTcs B () Gamos.
O6mras onenka 3a kypc (O) paccuuThIBaeTCs Kak:

0 =01x0,6 + 02x0,4

Ecau no pe3yJjibTaTaM TCKYUICT'O KOHTPOJA CTYACHT IMOJYYHII IMOJIOKHUTCIBHYKO OLCHKY (He
HUXKE «YJIOBJ'IGTBOPI/ITeJ'ILHO»), OICHKAa 3a MPOMEKYTOYHYIO AaTTCCTAllUIO BBICTABIACTCA
ABTOMAaTUYCCKU.

Homework assignments

Independent completion of assignments allows the student to deepen their mastery of the
material, develop skills in independently solving complex, multi-step problems, and enhance
their ability to work with literature and software (when necessary). There are 6 homework
assignments for the course. Examples of assignments are provided in section 4.3.

Tests

The tests assess the understanding of key concepts and the ability to apply methods to solve
standard problems without using a computer or reference materials (the use of a simple
calculator is allowed). Key formulas (e.g., OLS estimator variance, t-statistic, Durbin-Watson



bounds) may be provided in the problem statement. Tests are conducted in class and last 90
minutes. A test includes 2 tasks: one theoretical and one practical.
Examples of tasks are provided in section 4.3.

4.2 IIpomMe:xyTOYHASI ATTECTALUSA

CrynenraM, HaOpaBIINM JOCTATOYHBIC IS yIOBJICTBOPUTEIHHOMN OLEHKHU OBl 32 TEKYIIHHA
KOHTPOJIb, OIICHKA 32 AUCLUILIMHY BBICTABIIETCS PABHON OIICHKE 3a TEKYIIUI KOHTPOIb (CM.
m 4.1)

CryneHTaM, MOMYYHUBIIMM HEYJIOBJIETBOPUTEIBHYIO OIICHKY II0 pe3yJibTaTaM TEeKYIIero
KOHTPOJISl, HEOOXOIMMO TIO COTJIACOBAHHIO C INPENojaBaTelIeM CIaTh OJWH WM HECKOJIBKO
KOMIIOHEHTOB TeKyIlero KoHTpois. IIpemopaBaTtens BopaBe NPENIOKHUTH CTYyJIEHTaM
BBIIIOJIHUTh 33JjaHME, HE IOBTOPSIOLIEE 3aJaHHUE TEKYIIEro KOHTPOJIs, HO IPOBEPSIOLIEE
aHAJIOTUYHBIC 3HAHUS, YMEHUS U HABBIKU.

4.3 Ilpumepsl 3agaHn il
Examples of homework assignments
HW 1. Data is available for 50 companies: revenue (million RUB) and advertising_expenditure
(million RUB).
1. Construct a histogram and calculate descriptive statistics for both variables.
2. Test the hypothesis of normality for the distribution of revenue using the Shapiro-Wilk

test.

3. Construct a scatter plot. Calculate Pearson's correlation coefficient and test its
significance.

4. Estimate the parameters of the linear regressionrevenue = a + b *

advertising expenditure using OLS (manually using formulas and with software).
5. Calculate the coefficient of determination R? and interpret the coefficient b.
HW 2. Based on the model from HW 1:
1. Test the significance of the slope coefficient b using a t-test (0a=0.05). Formulate the
null and alternative hypotheses.
2. Construct a 95% confidence interval for coefficient b.
3. Test the overall significance of the model using an F-test.
4. Build a forecast for the mean revenue when advertising expenditure is 10 million RUB.
Specify the 95% confidence interval for the forecast.
5. Analyze the model residuals: construct a plot of residuals vs. predicted values. Are there
any visual signs of heteroskedasticity?
HW 3. Additional data is added: number of employees (persons) and company age (years).
1. Estimate the model: *revenue = a + bl*advertising expenditure +
b2number of employees. Write the resulting equation.
2. Calculate the adjusted coefficient of determination. Compare it with the R* from HW
1.
3. Test the significance of each coefficient using a t-test. What contribution does each
factor make?
4. Test the overall significance of the model and the significance of adding the
factor number _of employees using an F-test (compare it with the 'short' regression
from HW 1).
5. Construct a pairwise correlation matrix for all variables. Are there any signs of
multicollinearity?
HW 4. A qualitative variable industry (1=retail trade, 2=manufacturing) is added to the data.
I. Create a dummy variable D (l=retail trade, O=manufacturing). Estimate the
model: *revenue = a + bl *advertising_expenditure + b2D.



4.

5.

Provide a substantive interpretation of coefficients a, b1, b2.

Estimate a model with a dummy variable interacting with the factor: *revenue = a +
bl*advertising_expenditure + b2*D + b3*(advertising expenditureD). Explain the
meaning of coefficient b3.

Using the Chow test, check the hypothesis that the regression equations for the two
industries are identical.

Compare the quality of all estimated models by R? adj. Which model would you
recommend?

HW 5. Quarterly time series data is given: GDP and household consumption over 5 years.

1.

3.

4.

5.

Estimate a regression model of consumption on GDP.

Calculate the Durbin-Watson statistic for the model residuals. Check for first-order
autocorrelation.

If autocorrelation exists, re-estimate the model with a correction for autocorrelation
using the Cochrane-Orcutt method or by including a lagged variable.

Construct an autocorrelation function (ACF) plot of the residuals from the original
model.

Compare the quality of the original and the adjusted models.

HW 6. Data is available for 200 bank customers: age, income, credit_history (1=good, O=poor),
default (1=client defaulted on loan, 0=did not default).

1.
2.

3.
4.

5.

Estimate a Linear Probability Model (LPM) for default.

Indicate the shortcomings of the LPM found in your estimation (forecasts outside [0,1],
etc.).

Estimate logit and probit models for the probability of default.

For both models, calculate the marginal effects for the average customer. How does a
10,000 RUB increase in income affect the probability of default?

Compare the quality of the models using information criteria (AIC/BIC). Which model
you choose and why?

Examples of test’s questions

1.

2.

Provide a definition of the Gauss-Markov theorem. What assumptions must hold for
OLS estimators to possess the BLUE properties?
Explain the economic meaning of the coefficient of determination R? and the adjusted
coefficient of determination (R? adj). What is the fundamental difference between them,
and in which case can R? adj decrease when a new factor is added to the model?
Provide a definition of multicollinearity in a multiple regression model. What are its
main consequences for OLS estimators and the hypothesis testing procedure?
Provide a definition of heteroskedasticity. What is the difference between the
consequences of heteroskedasticity for OLS estimators and for the hypothesis testing
procedure? Name one formal test and one method to correct for heteroskedasticity.
What is regressor endogeneity? Name two main causes of its occurrence in an
econometric model. What is the main idea of the Instrumental Variables (IV) method
for solving the endogeneity problem? What two key criteria must a good instrument
satisfy?
Explain the difference between panel data and time series. What is the main advantage
of panel data over simply pooling all observations? Name and briefly explain the
difference between a Fixed Effects (FE) model and a Random Effects (RE) model.
A researcher is studying the dependence of a household's food expenditure (Y, thousand
RUB per month) on total household income (X, thousand RUB per month). Based on a
sample of 10 observations, the following sums were obtained:

o XX =400



XY =200

¥X2= 18000

¥Y?=4500

2XY =9000

Calculate the estimates of coefficients a and b for the simple linear regression

model Y = a + bX using the ordinary least squares method.

2. Calculate the coefficient of determination R? and provide its substantive
interpretation.

3. Assuming that the standard error of the slope coefficient estimate S b = 0.05,
test the hypothesis about the statistical significance of the influence of income
on food expenditure (Ho: b = 0) against a two-sided alternative at a significance
level a=0.05. The critical value of the t-distribution for 8 degrees of freedom is
t crit = 2.306.

4. Construct a 95% confidence interval for coefficient b.

— O O O O

8. A multiple regression model explaining an employee's wage (WAGE) is estimated:

WAGE = Bo + BEDUC + [2EXPER + u

where EDUC — years of education, EXPER — years of experience. After estimation on

100 observations, the following data were obtained:

Estimate of the disturbance variance (¢®) =4

Covariance matrix of coefficient estimates (upper triangular part):

o Var(fo) = 1.0

o Cov(o, f1) =-0.1; Var(f1) = 0.04

0 Cov(fo, f2) =-0.05; Cov(Bi, f2) =-0.02; Var(B2) = 0.09

Calculate the standard errors for each of the three regression coefficients.

Calculate the t-statistics for testing the hypotheses about the significance of

coefficients B and B2 (Ho: Bi = 0). The critical value of the t-distribution for 97

degrees of freedom at 0=0.05 is approximately 1.985. Draw a conclusion about

the significance of each factor.

3. Assume the correlation coefficient between EDUC and EXPER is r = 0.85.
Explain whether this value indicates a problem of multicollinearity in this
model. What practical difficulties might this lead to?

N —

5. YYEBHO-METOINMYECKOE MW HWH®OPMAILMNOHHOE OBECIIEYEHHME
JAUCHUIIVIMHBI
5.1 JIutepartypa

1.

lNanoukun, B. T. DxoHOoMeTpuKa : yueOHUK U TPakTUKyM Juist By30B / B. T. I'anouxuH.
— Mocksa : U3natensctBo FOpaiit, 2025. — 293 c. — (Bricmiee oOpa3oBanue). —
ISBN 978-5-534-14974-6. — Texcr : snextpoHHbI // O0pa3oBaTenbHas miatgopma
FOpaiit [caiiT]. — URL: https://urait.ru/bcode/561148.

Hemunona, O. A. DKoHOMETpUKA : y4eOHUK U IPaKTUKYM 117151 By30B / O. A. Jlemuiona,
. Y. ManaxoB. — 2-e u3J., nepepad. u non. — MockBa : Uznatensctso FOpaiit, 2025.
— 398 ¢. — (Boicmee obpazoBanme). — ISBN 978-5-534-20392-9. — Teker
anekTpoHHBI  //  OOpa3zoBatenbHas 1atdopma HOpaiir  [caiit]. — URL:
https://urait.ru/bcode/560504.

DKOHOMeTpUKa : yueOHUK A5 By30B / moa peaakuueit . U. EnunceeBoil. — Mocksa :
MznarensctBo HOpaiit, 2025. — 449 c¢. — (Bricmiee o6pazoBanue). — ISBN 978-5-
534-00313-0. — TekcT : anexTpoHHbIH // ObpazoBarenbHas miaatdopma KOpaiit [caift].
— URL.: https://urait.ru/bcode/559612.

Kpemep, H. I1I. DxoHomeTpuka : yueOHHK U mpakTukyM s By3oB / H. L. Kpemep,
b. A. Ilytko ; nox penakuueit H. II. Kpemepa. — 4-e uza., ucnp. u gomn. — MocCKBa :



https://urait.ru/bcode/561148
https://urait.ru/bcode/560504
https://urait.ru/bcode/559612

MznarensctBo FOpaiit, 2025. — 308 c¢. — (Bricmiee oopazoanue). — ISBN 978-5-
534-08710-9. — Tekcr : anekrponnslii // OOpa3oBarensHas miardopma FOpaiit [caiit].
— URL: https://urait.ru/bcode/559689.

5.2 DyekTpoHHbIE 00pa3oBaTeIbHbIE PecypChl
Marepuans! qucuuiuinabl pasmeniensl B LMS: https://l.skolkovo.ru/login/index.php.

6. JUHEH3UOHHOE U CBOBOJHO PACITPOCTPAHAEMOE ITPOI'PAMMHOE
OBECIIEYEHUE

Omnepanmonnas cucrtema Simple Linux, Opay3zep Yandex Opaysep, antuBupycHoe I1O
Calmantivirus;

CBoboano pacnpoctpansiemoe [10, B TOM uuciie 0Te4eCTBEHHOTO MMPOU3BOACTBA!

Oducwusrii maket Libre Office, Okular PDF Reader, 7-Zip Apxusarop, GIMP PenaktupoBanus
¢dororpaduii, Inkscape Bexkropnas rpaduka, Blender 3D rpaduxa, Kdenlive Buaeopenaxrop,
Audacity Ayaunopenakrop, VLC Menuamnneep, Thunderbird IloutoBsiit knuent, Flameshot
CoznaHue CKpUHIIOTOB.

7. MATEPUAJIBHO-TEXHUYECKOE OBECIHEYEHUME JUCHUITJIMHBI

VYuebHas ayauTopus JUIsl TNPOBENCHMS 3aHATUH JIGKLMOHHOTO THIA, OCHALICHHas
MyJIbTUMEIUIHBIM 00Opy/J0BaHuEM, Y4eOHOH MeOenblo, JTOCKOM WM CO CTEHaMHu C
MapKepHBIM TOKPBITUEM.

VYyeOHast ayauTopusl JUIsl [POBEIEHUS 3aHATHUH CEMUHApCKOro THUMA, OCHAILIEHHAas
MYJbTUMEIUHHBIM 000py/lOBaHHEM, Yy4eOHOH MeOenblo, JOCKOH MM CO CTEHaMHu C
MapKEepPHBIM TTOKPBITHEM.

AynuTtopust (KOBOPKUHT) JJIsl CaMOCTOSITETIbHOM paboThl, OCHAllleHHas y4eOHOW Mebenblo,
HOYTOYKamH.

MarepuanbHO-TEXHHUECKOE 00ecIIeyeHNne ay AUTOpUil IpeICTaBIeHO Ha O(QUIIMAIBHOM caiTe
https://bbask.ru/sveden/objects/.
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